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Abstract— The handwritten alphabet recognition system is currently important in any language. In Myanmar, there is less research 

on the Shan handwritten alphabet recognition system because of the requirement of a standard dataset. This paper proposes a novel 

Shan handwritten alphabet recognition system using a fine-tuned VGG-16 model. The aim of this paper is to provide an effective and 

efficient method for classifying Shan handwritten alphabets. This system uses a self-constructed dataset that contains 19 alphabet classes 

and a total of 19,000 images that were collected by 1000 Shan native participants. This dataset was divided into 80% 10% 10% for 

training, validation, and testing. In this system, image augmentation, fine-tuning, and L2 regularization are applied for classifying 

unseen images and reducing the risk of overfitting and underfitting problems. On the fine-tuned VGG-16 model, the different hyper 

parameters are changed in order to achieve higher accuracy. After selecting the optimal parameter values, the experimental results show 

that the rate of accuracy is 98.03%. Our proposed model outperforms the VGG16 without using fine-tuning for this dataset. Seventeen of 

the nineteen alphabets can be correctly for real world image. 

 

Index Terms— Shan handwritten alphabet, Self-constructed dataset, Fine-tuned VGG-16, Image augmentation. 

 

I. INTRODUCTION 

The people who live in Myanmar speak 111 different 

languages. The most popular ethnic groups are Shan (spoken 

by 3.2 million), Karen (spoken by 2.6 million), Kachin 

(spoken by 1.1 million), Chin (spoken by 780,000), Mon 

(spoken by 750,000) and Rakhine (spoken by 730,000), 

together with Myanmar (Burmese) (spoken by 33 million) 

[1]. 

Among them, the second-largest ethnic group in Myanmar 

is the Shan people. As per the 2017 Myanmar population 

report, Shan is one of the eight major ethnic groups in 

Myanmar, with a population of around 6 million in Shan 

state. The majority of the Shan people speak Shan language, 

which is native to Shan State in Burma. Shan speakers can 

also be found in the Sagaing, Mandalay, Kachin, and Kayah 

regions. The Shan script is a Brahmic abugida that was 

developed from the Burmese alphabet to write the Shan 

language. Recent modifications have made the Shan 

character more phonetic than other alphabets derived from 

Burmese. It was not until the 1960s that all vowels and 

diphthongs were separated in the Shan alphabet, which had a 

single tone marker and could represent up to fifteen sounds. 

Because all tones are distinct once the alphabet is altered, the 

modern alphabet is easier to read. Shan language is spoken by 

the majority of Shan immigrants in Myanmar. The Shan 

alphabet has 19 consonants, 10 vowels, and 13 diphthongs. 

The majority of editors add a dummy consonant that is 

utilized in words with a vowel onset [2]. The 19 consonants 

expressed in Fig. 1. 

 
Fig. 1. Shan consonents 

Therefore, this Shan handwriting alphabet recognition 

system is helpful for numerous applications such as sign 

language and text-to-speech for natural language processing, 

etc. 

The handwritten alphabet identification system has 

emerged as one of the most fascinating and difficult areas of 

image processing and pattern recognition study in recent 

years. A huge number of publicly accessible datasets in many 

different languages are available for handwritten letter 

recognition [3][4][5][6].  

The rest of the paper is organized as follows: Section 2 

present related work, section 3 gives the proposed model and 

section 4 describes experimental results and discussion. 

Lastly, the paper is concluded with future works in section 5. 

II. RELATED WORK 

In order to demonstrate how different deep learning 

techniques have been applied to recognize handwritten 

alphabets, a few significant previous research publications 

are presented in this section. 

The authors [7] designed the Devanagari Handwritten 

characters classification using fine-tuned deep learning 

convolutional neural network. The authors created a new 
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dataset for Devanagari handwritten characters. This dataset 

contains a total of 5800 isolated images of 58 unique 

character classes: 12 vowels, 36 consonants and 10 numerals. 

They implemented the two-stage VGG-16 deep learning 

model to recognize those characters using two advanced 

adaptive gradient methods. They compared the first model 

with the second fine-tuned model. They also tested their 

system on four different benchmark datasets of isolated 

characters. The authors reported that the highest 

classification accuracy of 96.55% using the fine-tuned 

VGG-16. Their finding suggested the effectiveness of the 

proposed approach. 

In [8], the authors designed a model of Arabic Handwriting 

Recognition System using deep Convolutional neural 

networks transfer learning in order to categorize Hijja, Arabic 

and Arabic handwriting dataset. In their study, the authors 

used not only the data augmentation and dropout for reducing 

the overfitting problem but also some of the CNN 

architectures (ResNet, DenseNet, VGG16, VGG19, 

InceptionV3, and MobileNet) for creating Arabic writing 

recognition models. The authors pointed out the best model 

of VGG16 with Adam Optimizer to classify Arabic 

Handwritten Character and Hijja dataset. 

The authors [9] proposed a model for Chinese handwritten 

character recognition using the combination of a 

convolutional neural network (CNN) and medium filtering. 

This paper mainly emphasizes the filtering method in order to 

smooth and reduce noise. The dataset of CASIA-HWDB1, 

which consists of 3755 classes of single Chinese words 

written by 300 participants, was used in the paper. According 

to their experimental results, an accuracy rate of 90.91% was 

achieved after training with 5000 epochs. In this paper, they 

tested their system in real time using five samples of 

characters. There were some issues: their training time took a 

long time, and they used only a small number of samples. 

The authors [10] suggested a model that classify Kurdish 

alphabets using deep learning methods. A solution for offline 

Kurdish handwriting recognition is not yet available. The 

forty thousand images of all 34 Kurdish characters are 

included in the self-constructed dataset that the authors 

developed. They focused on only isolated characters. Their 

system compared similar models of handwriting recognition 

systems for other languages. The rate of testing and training 

accuracy is 96% and 97%, respectively. 

A convolutional neural network (CNN)-based system for 

handwritten character identification in Tamil was 

demonstrated by the authors [11]. Out of 247 Tamil 

characters, they selected 121 to be important words. They had 

100 samples of each of the 156 Tamil characters in their 

database. Some alphabets are gathered from the Kaggle 

platform. The authors used a total of 40,000 images. They 

utilized image resizing, image segmentation, and image 

normalization as data preprocessing techniques. The features 

are compared to the dataset's features following 

preprocessing. The Google Cloud Translation API was used 

to generate both the sound and the equivalent translation of 

the characters. Their system achieved the accuracy of 95%. 

The authors [12] studied the deep learning models for 

recognizing Dogra Handwriting Text recognition. They 

created the own dataset of Dogra Character and this dataset 

consists of 39,000 characters. The authors implemented with 

various classification approaches such as Support Vector 

Machine, Convolution Neural Network, Random Forest, K 

Nearest Neighbors and Pre-trained VGG16 CNN. The 

authors demonstrated that RMSprop optimizer-tuned, 

pre-trained VGG16 performs better than other methods. 

In [13], the authors introduced a transfer learning method 

for Devanagari alphabet recognition using a variety of 

pre-trained networks, including VGG 11, VGG-16, VGG-19, 

AlexNet, DenseNet 121, DenseNet 201 and Inception V3. 

They used different regularization techniques and the rate of 

accuracy is 99% in Inception V3 model. Since AlexNet 

performed better in terms of execution time, transfer learning 

is a good optimization technique for improving system 

efficiency. The authors [14] also discussed various of the 

deep convolutional neural networks (DCNNs) such as VGG 

Net, FractalNet, RestNet, DenseNet for recognition of 

handwritten Bangla character. 

The authors [15] provided the offline handwritten 

Gurumukhi characters for improving the recognition results. 

In addition to hybrid features and adaptive boosting, a 96.2% 

accuracy rate was attained by applying the three 

classifiers—decision tree, random forest, and CNN—on 

14,000 pre-segmented samples of Gurumukhi characters. 

Previous work indicates that sufficient progress has been 

made on several language alphabets to identify handwritten 

alphabets using various datasets. Unfortunately, there is no 

recognition system for Shan State of Myanmar alphabets. 

Therefore, this paper contributes the following: 

 A publicly available dataset, the Shan Handwritten 

Alphabet dataset, has been created [16] and  

 Using the own dataset as the initial implementation 

for Shan handwritten alphabet, the fine-tuned 

VGG-16 model is utilized to recognize Shan 

handwritten alphabet in order to obtain improved 

accuracy. 

III. PROPOSED MODEL 

The pretrained deep learning model of fine-tuned VGG-16 

is the main focus of this paper. The VGG (Visual geometry 

group) architecture is the first deep CNN that yields the most 

promising findings in the field of deep learning. The primary 

purpose of VGG Net is to extract baseline features from the 

input images. Additionally, it is not very deep to train with 

any features dropped at the network's end. It performs 

perfectly with the limited dataset we have generated. The 

VGG-16 architecture consists of 13 convolutional layers and 

3 fully connected layers. The three primary layers of the 
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VGG16 architecture are the convolutional layer, pooling 

layer and fully connected layer. Firstly, the convolution layer 

is its most important layer. Small learnable filters are used to 

extract different features from the input image. Secondly, the 

pooling layer is to decrease the training features. The five 

maximum pooling layers (2×2 kernel) perform the pooling 

process. Lastly, the fully connected layer acts primarily as a 

classification layer. 

 
Fig. 2. The detailed description of VGG-16 Model 

The detail description of VGG-16 model is shown in figure 

2. The input dimension for the first convolutional layer is 224 

× 224 × 3, since the architecture's input layer by default needs 

that the image be 224 × 224 × 3. The first block has a 2 × 2 

Max-pooling layer of stride 2 × 2, followed by two 

convolutional layers with 64 channels of 3 × 3 kernel size and 

the same padding. In the same way as the first block, the 

second block has two 128-channel convolution layers with a 

kernel size of 3 × 3, followed by a Max-pooling layer with a 

stride of 2 × 2. A Max-pooling layer comes after three 

convolutional layers in the last three blocks. Every 

convolutional layer in blocks 3, 4, and 5 has the same kernel 

size of 3×3, but its channel sizes are 256, 512, and 512, 

respectively. In every Max-pooling layer, the original input 

image is reduced in size to half its original size. The output 

feature map from the final Max-pooling layer is 7 × 7 × 512 

in size, following the stack of convolutional and Max-pooling 

layers. A 1 × 25,088 feature vector has been created by 

adding a flatten layer. Additionally, a dense layer has been 

added and the classification vector that was obtained through 

FC is normalized at the end by a Softmax activation function. 

An optimizer is a key component in deep learning that 

adjusts a neural network’s parameters during training. Its 

main aim is to improve performance by reducing the error or 

loss function of the model. Different optimization techniques, 

also referred to as optimizers, use different approaches to 

effectively converge towards the optimal parameter values 

for better predictions. Adaptive Moment Estimation (Adam) 

optimizer is used in this paper. Equation (1) is the formula of 

Adam. 

𝑚𝑡 =  𝛽1𝑚𝑡−1 + (1 − 𝛽1) [
𝜕𝐿

𝜕𝑤𝑡
] 𝑣𝑡 =  𝛽2𝑣𝑡−1 + (1 − 𝛽2) [

𝜕𝐿

𝜕𝑤𝑡
]

2
     

 (1) 

whereas  

mt = first moment vector at time step t 

vt  = second moment vector at time step t 

β1 = the exponential decay rate for the first moment      

estimates 

β2 = the exponential decay rate for the second moment 

estimates 

In order to “fine-tune” the trainable layers alongside the 

fully connected layer, some of the pre-trained layers are 

loaded as "trainable" and image data is sent through them. 

The last convolutional and pooling layers in this system are 

unfrozen to enable training. Lastly, the predicted result is 

produced by the activation function “Softmax,” which also 

determines the probability for each of the classes. 

Figure 3 shows that the proposed model of fine-tuned 

VGG-16 is used in this paper. ImageNet’s pre-trained weight 

is used to perform the VGG-16 for the fine-tuning process. 

Since we only have a small number of Shan handwritten 

alphabet images for training, it helps to solve the over-fitting 

issue. In training phase, the Shan handwritten alphabet 

dataset enter as input images. Some pre-processing methods 

are used for this system. After pre-processing, the augment 

images work with fine tuning. After training our dataset, the 

trained model of Shan Handwritten alphabet can be 

generated. In testing phase, the data augmentation is 

considered as Test-Time Augmentation (TTA) for improving 

the accuracy in particular applications [17]. 

 
Fig. 3. Proposed Block Diagram of the Fine-Tuned VGG-16 

model for Shan Handwritten Alphabet Recognition 
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IV. EXPERIMENTAL RESULTS AND DISCUSSION 

A. Dataset Description 

The self-constructed dataset [16] is used in this study. This 

dataset consists of a total of 19,000 images from 19 different 

classes. Each class has 1,000 images that consist of labelled 

images. Figure 4 displays the samples of different writing 

styles of the Shan handwritten alphabet images. 

  
Fig. 4. Samples different writing styles of two participants 

B. Pre-Processing 

Firstly, the images of Shan handwritten alphabet that were 

gathered from standard fully labelled dataset are resized to a 

fixed pixel 224 × 224 size. To improve the learning model’s 

generalizability because of the small number of training 

samples, data augmentation is performed on own dataset.  

Data augmentation is the technique of creating new data 

sample from preexisting data samples in order to artificially 

increase the amount of data. The geometric transformations 

(rotation, flipping, shifting, shear, zoom and preprocessing 

function) are used in this paper. Table 1 describes the 

parameters of data augmentation. The model of learning 

capability and generalization is enhanced by data 

augmentation. Additionally, using information exclusively 

for training and raising the amount of training data is to 

prevent overfitting problems [18]. 

Table. I. Parameters for Shan handwritten alphabet images 

Geometric Transformation Parameters 

Rotation 25 

Horizontal_flip & Vertical_flip True 

Height_shift_range & Width_shift_range True 

Shear_range 0.2 

Zoom_range 0.1 

C. Implementation 

The dataset is split into training, validation, and testing 

datasets in order to implement the Shan handwritten alphabet 

recognition system using Google Colab. The 80 random 

samples are for training each class, and the 10 random 

samples are for validation and testing, respectively. The 

pre-trained ImageNet weight is loaded and trained from the 

first layer with handwritten alphabet images. The model 

summary of proposed fine-tuned VGG-16 is shown as in 

figure 5.  

 
Fig. 5. Model summary of proposed fine-tuned VGG-1 

This Shan handwritten alphabet recognition system is 

trained with fine-tuned VGG-16 model and the last two layer 

are trained on our dataset. Since the max value is passed to 

the following layer in this model, the trainable parameter in 

the max-pooling layer is zero. The model’s training 

parameters are presented below. 

(1) optimizer: Adam 

(2) batch size: 224 

(3) learning rate: 0.0001 

(4) Regularization l2: 0.01 

(5) no. of epochs: 50 

(6) dropout: 0.5 

The accuracy and loss of fine-tuned VGG-16 model is 

shown in figure 6. It illustrates a smooth training procedure 

where accuracy rises and loss eventually drops. Furthermore, 

it is evident that the models do not overfit since the accuracy 

of the training and validation phases generally do not differ 

significantly from one another. 
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Fig. 6. Accuracy and loss of fine-tuned VGG-16 model on 

own dataset 

There are two measures, such as precision and recall, that 

are used to evaluate a recognition system's effectiveness. 

Equation 2 provides the precision (P), which is defined as the 

proportion of correctly classified images over all classified 

images. 

𝑃 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                                    (2) 

whereas TP = total positive of images 

               FP = false positive of images 

Equation 3 shows that recall (R) is calculated the number 

of true positives (TP) images divided by the sum of the 

number of true positives images and the number of false 

negatives images (FP). 

                       𝑅 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
            (3) 

Equation 4 shows that the average of precision and recall is 

measured by the F1-score. 

                      𝐹1 =  2 ˟ 
𝑃 ˟ 𝑅 

𝑃+𝑅
                                   (4) 

Table. II. Parameters for Shan handwritten alphabet images 

Alphabet Precision Recall F1-score 

1: ka 1.00 0.97 0.98 

2: kha 0.96 0.99 0.98 

3: nga 0.96 0.99 0.98 

4: tsa 0.96 0.98 0.97 

5: sa 0.99 0.99 0.99 

6: nya 0.99 1.00 1.00 

7: ta 1.00 0.99 0.99 

8: tha 0.99 1.00 1.00 

9: na 0.99 1.00 1.00 

10: pa 0.98 0.95 0.96 

Alphabet Precision Recall F1-score 

11: pha 0.89 0.97 0.93 

12: fa 1.00 1.00 1.00 

13: ma 1.00 0.98 0.99 

14: ya 0.95 0.83 0.89 

15: ra 1.00 0.98 0.99 

16: la 1.00 0.96 0.98 

17: wa 0.90 0.98 0.94 

18: ha 0.99 0.96 0.97 

19: a 0.98 1.00 0.99 

Accuracy (Train)  0.98 

Accuracy (test)  0.97 

Macro avg 0.98 0.97 0.97 

Weighted avg 0.98 0.97 0. 97 

The F1-score, recall, and precision values are provided in 

Table 2 according to each class. 

Moreover, the confusion matrix is used to determine the 

distribution of predicted images in different classes (see 

figure 7). In this matrix, this alphabet  is less recognizable 

than others. The two alphabets are different, as the alphabet 

was eleven times mistaken with alphabet . Even humans 

are capable of experiencing this. The alphabet  is 

misclassified with this alphabet  as six times mistakes. 

And then it  is also misclassified with . 

 
Fig. 7. Confusion matrix of fine-tuned VGG-16 model on 

Shan handwritten alphabet dataset 
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Table. III. Comparison of fine-tuned and without fine-tuned VGG-16 Model 

Image 

Size 

Fine Tune 

Parameter 

Data 

Augmentation 
Epoch 

Batch 

Size 
Dropout L2 

Training 

Accuracy 

Validation 

Accuracy 

Testing 

Accuracy 

224× 224 0 Yes 50 224 0.5 0.01 90.73% 88.97% 92.47% 

224× 224 2 Yes 50 224 0.5 0.01 98.03% 97.10% 97.47% 

 

As we can see in table 3, the proposed fine-tuned VGG-16 

model is compared with VGG-16 model (without 

fine-tuning). In terms of training accuracy, the VGG-16 

model obtained 90.73%, but the proposed model achieved 

98.03% using 50 epochs. For validation, the accuracy of the 

proposed model is higher than the VGG-16 model without 

fine-tuning. The proposed model achieved good accuracy 

after applying fine-tuning. This study demonstrates that our 

proposed model outperforms than VGG-16 model even if the 

same parameters are used. 

The real-world images are tested in order to improve the 

performance of this model. Nineteen alphabets were written 

in real-time to serve as test samples for this test, which is 

based on a model that was trained, as illustrated in figure 8. 

 
Fig. 8. Real-world images of Shan handwritten alphabet 

 As can be seen in figure 9, the results indicate that 

seventeen samples were correctly identified, despite two 

samples having the wrong classification. The reason is that 

these two alphabets are similar shapes. 

 
Fig. 9. Real-world images of Shan handwritten alphabet 

V. CONCLUSION 

Shan handwritten alphabet is difficult and complicated 

because of each person’s unique writing style. There is no 

fully standard label dataset for the Shan handwritten 

alphabet. Therefore, we created a labelled dataset, and there 

is no published research for this handwritten alphabet 

recognition system using machine learning and deep learning 

methods. In this study, the proposed fine-tuned VGG-16 

model has been developed to classify the Shan handwritten 

alphabets. The self-created dataset consists of a total of 

19,000 images from 19 classes that contain 1,000 images 

each. The highest accuracy of this system is obtained at 

98.03% for training, 97.10% for validation, and 97.47% for 

testing. Some data augmentation and regularization 

techniques are implemented in this system. There is still a 

limitation in that using a Canon MF240 Series scanner leads 

to good accuracy because our dataset was created by this 

scanner. In the future, the proposed model will train on a 

large dataset and evaluate more architectures for Shan 

handwritten alphabets.  
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